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Abstract

Elliott, Miiller, and Watson| (2015)) suggested a numerical algorithm for determining a
nearly most powerful test of a given size in a general class of nonstandard hypothesis testing
problems. Their algorithm iteratively updates a candidate least-favorable distribution sup-
ported on finitely many points. We show that—in testing problems where the null hypothesis
postulates M distributions for the observed data—a slight variation of their algorithm coin-
cides with a stochastic mirror descent routine for convex optimization. This insight allows us
to formally show that, given a desired approximation error, one can use a stochastic mirror
descent routine to provably obtain—after finitely many iterations—both an approximate least-
favorable distribution and a nearly optimal test, in a sense we make precise. Our theoretical
results yield concrete recommendations about the algorithm’s implementation, including its
initial condition, its step size, the number of iterations, and the number of stochastic draws

per iteration that can be used to approximate the subgradient of the objective function.

1 Introduction

Consider the problem of testing a null hypothesis that postulates finitely many distributions for the

observed data against a single alternative hypothesis. More concretely, suppose the data is modeled
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as a Y-valued random variable, denoted as Y, and let the hypothesis testing problem take the form:

H, : the distribution of Y is F,,, m=1,...,M, wvs. H; : the distribution of Y is G. (1)

Elliott et al. (2015)) presented a numerical iterative algorithm to obtain a nearly optimal test for
and applied their procedure to some nonstandard hypothesis problems that involve nuisance
parameters[] Broadly speaking, their nearly optimal test is designed to correctly reject the null
hypothesis almost as frequently as it would be theoretically possible, while guaranteeing that the
probability of incorrectly rejecting the null is bounded above by a prespecified constant a € (0, 1).
As we will explain later, the key component of the algorithm in |Elliott et al. (2015)) is a simple
and intuitive formula (see their Equation 10, p. 782) that is used to iteratively update a candidate
least-favorable distribution over the M densities in the null hypothesisE] The nearly optimal test
in [Elliott et al. (2015) is a likelihood ratio test of size « that replaces the null hypothesis, Hy, by a
single mixture distribution obtained from averaging Fi, ..., Fi; using the least-favorable distribution
obtained in the last iteration of their algorithm. To the best of our knowledge, the theoretical
guarantees for this procedure remain unknown.

The goal of this paper is to present new theoretical results showing that a slight variation of the
numerical algorithm developed by [Elliott et al.| (2015) can indeed be used to provably find—after
finitely many iterations and with high probability—both an approximate least-favorable distribution
and a nearly optimal test for , in a sense we make precise. In order to better understand the
value of our work, it is helpful to organize our main results as follows.

Our first result (Theorem |1) shows that a slight variation of the iterative routine suggested by

Elliott et al. (2015) coincides with an algorithm known in the convex optimization literature as

1See [Elliott and Miiller| (2014), Miiller and Watson| (2016]), Miiller and Wang] (2017)), Miiller and Watson| (2018)),
Guggenberger, Kleibergen, and Mavroeidis| (2019), Miiller and Watson/ (2020)), [Dou and Miller| (2021)), [Li and Miller
(2021)), Muller| (2025)), Muralidharan, Romero, and Wuthrich| (2025) for applications of the algorithm in [Elliott et al.
(2015) to different econometric problems.

“See Lehmann and Romano| (2005)), Chapter 3, p. 84, for a definition of a least-favorable distribution in hypothesis
testing problems.



Stochastic Mirror Descent (Bubeck|, 2015, Chapter 6.1). Stochastic Mirror Descent (henceforth,
S-MD) is a family of first-order, iterative algorithms designed to approximately minimize convex
functions when an unbiased estimator of its subgradient is availableﬂ We show that the convex
program that arises naturally in the testing problem in is the dual of the mathematical program
that defines the most powerful test of size a; see Equations and Lemmall]). The choice variables
in the dual problem—which we refer to as multipliers—are nonnegative vectors x € R, and the
least-favorable distribution is proportional to the optimal multipliers (Remark . As we explain
later, there are three slight modifications to the algorithm in [Elliott et al.| (2015) that transform it
into an off-the-shelf S-MD routine. First, the S-MD formula we use to update the multipliers at the
end of each iteration—Equation [11]in Theorem ensures that the candidate solution of the dual
satisfies the constraint Zn]‘le Kkm < 1/a, a property that is satisfied by the true solution (Lemma.
This adjustment introduces an additional proportionality constant that is not part of the algorithm
presented in Elliott et al.| (2015). Second, the typical output of the S-MD algorithm is the average
value of the multipliers over all iterations, as opposed to the multiplier obtained in last updateﬁ
Third, the typical implementation of the S-MD routine comes with a specific suggestion for the
initial condition, which in the testing problem we consider is of the form (1/(aM),...,1/(aM)),
provided M > exp(1)/a (see Theorem [1).

The slight modifications discussed in the paragraph above are crucial for the theoretical results
presented in this paper. We define a distribution to be approzrimately least favorable when it can
be used to approximately solve the dual problem, up to an additive constant e (see Definition [1f).
Our second result (Theorem [2]) leverages well-known results in the convex optimization literature

to show that the S-MD routine described in our Theorem [I}—stopped after (4(1 — a)?/a?€?) - In(M)

3Mirror descent is known to outperform stochastic gradient descent in some cases; see Section 4.3 of |Bubeck
(2015)).

*Averaging the trajectories of a stochastic gradient-descent routine is commonly referred to as Polyak-Ruppert
averaging. See |[Ruppert|(1988)) and [Polyak and Juditsky| (1992)). See also |Forneron| (2024) for a discussion of Polyak-
Ruppert averaging in the context of estimation and inference by stochastic optimization of nonlinear econometric
models.



iterations—outputs, with high probability, a candidate vector of multipliers that is almost € > 0
away from attaining the optimal value of the dual problem in E| This result has at least two other
important implications. First, the number of iterations used by the algorithm scales logarithmically
in M, which means there is no theoretical sense in which the number of iterations scales poorly as
function of how many elements there are in the null hypothesis in . Second, and perhaps the
most striking feature of our analysis, the unbiased estimator of the gradient defined in Equation
in Theorem [I| can be based on a single Monte Carlo draw from each null distributions F,,
m = 1,..., M. As expected, taking a larger number of draws improves the approximation error
of the S-MD routine, but using a small number of draws reduces the computational burden of the
algorithm.

Finally, we analyze the extent to which the output of the S-MD routine allows us to construct
a nearly optimal test for the testing problem . We define a test ¢ to be (¢, d)-nearly optimal
(Definition [2)) whenever i) the size of ¢ is at most « + J; and ii) up to the additive constant ¢, the
test ¢ rejects the null hypothesis as frequently as the most powerful test of size a. Based on this
definition, we say that a test is nearly optimal if it is (e, §)-nearly optimal for some parameters e and
§. Our third result (Theorem [3) shows that—by keeping track of the history of multipliers {x;}~,
generated by the S-MD routine—it is always possible to construct a randomized nearly optimal test
with high probability. The nearly optimal test is shown to be the average of each of the tests of the
Neyman-Pearson form associated with each vector of multipliers x; generated by the S-MD routine.
We present explicit expressions for its size distortion and its power loss relative to the best test. We
note that an important challenge in reporting such a test is that, in principle, it requires keeping
track of the history of multipliers obtained from the S-MD routine. When both M and the number
of iterations of S-MD are large, this could come at a significant computational cost. To address

this issue, we show that there is a simple strategy to implement the average test: we randomize the

5The number of iterations should be interpreted as being sufficient and not necessary. In any given application, it
is possible that a smaller number could be used to output an e-least favorable distribution, but the formula presented
above is valid for any null and alternative distributions.



number of iterations uniformly between 1 and our recommended 7', update the multipliers, and use
the resulting test to decided whether or not to reject the null hypothesis.

RELATED LITERATURE: Although this paper focuses on the algorithm developed by [Elliott
et al. (2015)), there are other alternative approaches to find a test for . For instance, when
the sample space ) is infinite, the mathematical problem that defines the most powerful test of a
given size in the problem is an infinite linear programming problem: Since the testing problems
analyzed in this paper posit M null distributions for the observed data, the corresponding linear
program has finitely many constraints but a choice variable of infinite dimension; see Section
below for details. If the data were discrete-valued or if we were to discretize it—as suggested by
Chiburis (2008), Moreira and Moreira (2013), and |Moreira and Moreira (2019)—then one could find
the most powerful test of a given size by using any algorithm for finite linear programming. |Krafft
and Witting (1967) is the seminal reference for using linear programming methods to characterize
the most powerful test of a given size.

Elliott et al. (2015)) also show how the most powerful test for composite hypotheses can be
expressed as a minimax decision problem where a false rejection of Hy induces a loss of 1, and a
false rejection of H; induces a loss of ¢ > 0 (correct choices have loss of zero). In this problem the
decision maker chooses a test ¢. An adversarial nature decides which element in {Fy, F,..., G}
to use to generate the data; consequently, a mixed strategy for nature can be represented by a
vector in the simplex of RM*1. One could then use an algorithm for solving the corresponding
maximin problem—for example, the Hedge algorithm suggested by [Aradillas Fernandez, Blanchet,
Montiel Olea, Qiu, Stoye, and Tan! (2025)); the fictitious play algorithm suggested by (Guggenberger
and Huang| (2025)); or a general convex optimization routine as in Chamberlain (2000)). An important
limitation of this approach is that one would need to solve the maximin problem repeatedly for
different values of ¢, until one finds a test with correct size.

Although there are no theoretical results showing that one of these algorithms is better than

another for the purpose of finding a nearly optimal test, we think that our analysis illustrates



how a rich literature in optimization can be leveraged to provide theoretical results about the
performance of different algorithms and also to provide practical recommendations regarding their
implementation.

OuTLINE: The rest of the paper is organized as follows. Section [2] presents notation, the
statement of the hypothesis testing problem of interest, and the primal and dual optimization
problems that arise when searching for the most powerful test of a given size. Section |3| presents
a formal definition of a stochastic mirror descent routine (S-MD) for convex optimization and also
our main results: namely, that a slight variation of the algorithm in [Elliott et al.| (2015) provably
generates an approximate least favorable distribution and a nearly optimal test. Section 4] uses an
elementary testing problem that arises in the context of the univariate Gaussian location model to
illustrate our main results. Section 5| discusses some extensions and Section [6] concludes. The proofs
of our main theorems and supporting lemmas are collected in Appendix [A] Additional results are

collected in Appendix [B]

2 Notation and Statement of the Problem

We first present the formal statement of the hypothesis testing problem analyzed in this paper.
We follow the notation and terminology used in [Elliott et al. (2015) as close as possible. We then
present the dual problem that will be used to connect the iterative routine suggested by [Elliott

et al.| (2015) with the stochastic mirror descent algorithm for convex optimization problems.

2.1 Statement of the Hypothesis Testing Problem

We observe a random element Y that takes values in some space ) endowed with o-algebra F. Let
v denote a o-finite measure defined over the measurable space (), F). Let Fy, ..., F); denote M > 1
candidate probability measures for the distribution of Y under the null hypothesis. Let G be the

candidate distribution of Y under the alternative hypothesis. Assuming all of these distributions are



absolutely continuous with respect to v, Theorem 5.5.4 in |Dudley| (2002) guarantees the existence
of nonnegative integrable functions fi,..., fiu, g, which can be taken as the probability density
functions of Fi, ..., F,,, G relative to v.

Based on a single observation of Y, the testing problem of interest is

Hy : the density of Y is f,,, m=1,...,M, against H;: the density of Y isg. (2)

Using the typical jargon of hypothesis testing problems, the null hypothesis in is composite,
since it contains more than one possible distributions for the data. The alternative hypothesis is
simple, in that it contains a single distribution [

A statistical test for (2)) (or simply a test) is a measurable function ¢ : Y — [0, 1], where ¢(y) is
interpreted as the probability of rejecting the null hypothesis given that data y were observed. A
test ¢ is said to be nonrandomized if ¢(y) € {0,1} for v-almost every realization of Y’; otherwise
the test is said to be randomized.

The rate of Type I error under f,, is the probability of rejecting the null hypothesis when Y ~ f,,
and it equals [ ¢ f,,dv. As usual, the size of a test is the largest rate of Type I error under the null
hypothesis. The power of a test is the probability of rejecting the null hypothesis when Y ~ ¢ and

it equals [ pgdv.

2.2 Primal and Dual Problems in Hypothesis Testing

We would like to find the most powerful test of size o for the problem . By definition, such a
test correctly rejects the null hypothesis as frequently as possible, but guarantees that the prob-

ability of incorrectly rejecting the null is bounded above by the prespecified constant « € (0, 1).

6 As explained in Section 2.2 of Elliott et al. (2015), the density g can arise by appealing to the weighted average
power criterion in cases where the alternative hypothesis is composite as well.



Mathematically, the problem of finding the most powerful test of size a can be written as:

sup /gpgdu, s.t. /cpfmdl/g a, m=1, ..M. (3)

p:Y—1[0,1]

We refer to the optimization problem in (3)) as the primal problem associated with the hypothesis
testing problem in . We note that the primal problem is an infinite linear programming problem,
in the sense of /Anderson and Nash| (1987). The infinite linear program in has finitely many
constraints but a choice variable of infinite dimension.

Define the Lagrangian function associated with the optimization problem as

M

L(p, k) = /sogdv = Fm V @ fmdv — a} : (4)
m=1
where we refer to K = (k1,...,km) € RY as the Lagrange multipliers (or simply, multipliers)

associated with each of the inequality constraints in the primal problem ({3]).

Consider thus the optimization problem on Ri‘f with variable kK = (k1, ..., kar) given by

v= inf f(k), (5)
RERf
where
f(k)= sup L(p, k). (6)
p:Y—1[0,1]

We refer to the problem in as the dual problem of .

Remark 1. The dual problem in is only a device to solve the primal problem in (3)). This is a
well-known fact, and we present a heuristic argument to help the exposition (relegating technical

details to Appendix [B.2). Suppose that the multipliers x* solve the problem in that f(k*) = v.



Then, by definition

f(r") = sup L(p,K")
p:Y—1[0,1]
M
= /goﬁ*gdy— Zm:‘n [/(pn*fmdy— a} ,
m=1

where .« is a test of the Neyman-Pearson form; that is

1 it gy) > M k5 ()

0 if g(y) <M KE fn(y).

re(y) (7)
Lemma 1 in Elliott et al.| (2015) and Theorem 3.8.1 in Lehmann and Romano| (2005) imply that if
the test ¢, has size a under Hy then .« solves ; that is, it maximizes power among all tests
of size at most .. The direction of the vector k*—mnamely, \* = x*/ Zj\m/[:l k), is a least-favorable

distribution in the sense of |Lehmann and Romano, (2005), Chapter 3, p. 84. O]

Remark 2. In order to justify the terminology of primal and dual problems, Section in Appendix
formalizes the connection between the optimization problems and , by showing that the
value functions of both problems are equal, and that a solution to the dual problem in can indeed
be translated to a solution to the primal problem in . As usual, an important step in showing
that the solution of the dual problem can be used to solve the primal problem consists in verifying
that the complementary slackness conditions in the dual problem are satisfied. We also note that
similar duality results have been established and used elsewhere; for example, see Proposition 3.1

and Equation 3.11 of |Cvitanic and Karatzas| (2001)).

2.3 Solving the dual problem

We have explained how the solution to the dual problem in (5 can be used to construct the most

powerful test of a given size. We now discuss the extent to which solving the dual problem is



computationally feasible. We start by showing that the objective function in is convex over Ri/[ .
We also show that the vector collecting the excess rate of Type I error of the test ¢, in is a

subgradient of f(-) at k.

Lemma 1. The function f(k) defined in Equation@ 1s convex. Furthermore, a subgradient of f at

=_ (/g@,{fldy—a,...,/gpﬁfMdV—a),

K 1s given by

Vf(k

~—

where @, is defined as in .
Proof. See Section of Appendix [A] O

Lemma |1 thus shows that dual problem in has a convex objective function, and admits a
simple formula for a subgradient. We now show that the dual problem can be further simplified by

restricting the multipliers to belong to the bounded domain:

1
Xz{neﬂw:”ﬁnlga}. (8)

Lemma 2. inf, cpu f(k) =infeex f(K).
Proof. See Section in Appendix [A] O

Lemma [1| and [2| show that in order to find the multipliers associated with the dual program in
(5)), it is sufficient to solve a convex optimization problem over a bounded domain (in particular,
an ¢;-ball around the origin with radius 1/«). In the next section we show that a slight variation

of the algorithm suggested by [Elliott et al.| (2015) indeed approximately solves the dual problem.

3 Main Results

This section presents our main results. First, we present a formal definition of a stochastic mirror

descent (S-MD) routine for convex optimization. We then show (Theorem |1} that a slight modifi-

10



cation of the updating equation in the algorithm suggested by Elliott et al.| (2015]) corresponds to
an S-MD update when the mirror map is set to be equal to the negative entropy. Second, we define
an approzrimate least-favorable distribution and show that S-MD provably obtains an approximate
least favorable distribution (Theorem . Finally, we define a nearly optimal test and show that the

S-MD routine can be used to generate such a test (Theorem [3).

3.1 Stochastic Mirror Descent

This section follows as closely as possible the notation in Sections 4.1 and 6.1 of Bubeck| (2015)).
Let Rf‘f + denote the set of all strictly positive vectors in RM. We say that a map @ : Rﬂ\f + —Risa

mirror map if it satisfies the following properties
i) ® is strictly convex and differentiable.
ii) The gradient of ® takes all possible values, that is V®(RY,) = RM.
iii) The gradient of ® diverges on the boundary of RY, .

Mirror Maps are used to build iterative algorithms for constrained optimization problems when

unbiased estimators of the gradient are available. More precisely, consider the optimization problem

inf f(x),

KEX

where f : X — R is a convex function and X C Rf . Suppose that @(/{) is an unbiased estimator
of a subgradient of f at k, in the sense that E [@(m)} is a subgradient of the function f at /<; Let

Dg(k, k') denote the Bregman divergence associated with ®, that is

De(k, k") = ®(k) — ®(k') = VO(K')(k — K').

"The expectation should be understood as being conditional on &, since & is stochastic. See Chapter 6 in |Bubeck
(2015)).

11



The stochastic mirror descent algorithm (henceforth, S-MD) given the mirror map ¢ is defined as

follows:

Algorithm 1 Stochastic Mirror Descent with mirror map ®, stopped after T" epochs.

: Input: Step size n > 0, number of epochs T" € N.
+ Initialize £y € arg min,cyrpa, (k).
cfort=1,...,T—1 do

= W N

Kip1 = arg min 7 (é(/{t)ﬂg> + Da (K, Kt). (9)

M
HEXOR++

end for
. Output: kp = %Zle K.

@«

The general interpretation of the S-MD update in equation @D is that “the method is trying to
manimize the local linearization of the function while not moving too far away from the previous
point, with distances measured via the Bregman divergence of the mirror map”; see p. 301 in Bubeck
(2015)).

An important observation regarding Algorithm (1] is that its output is the average value of k;
over all the iterations, and not its last value. Averaging the trajectories of a stochastic optimization
routine is commonly referred to as Polyak-Ruppert averaging; see Ruppert| (1988) and [Polyak and
Juditsky! (1992). This idea goes back to seminal work on mirror descent by [Nemirovski and Yudin
(1983)).

The following theorem shows that a slight modification of the updating equation in the algorithm
suggested by Elliott et al.| (2015) (see their Equation 10, p. 782) corresponds to an S-MD update

when the mirror map is set to be equal to the negative entropy.

Theorem 1. Consider the optimization problem inf.cx f(k), where f(-) is defined in () and the
set X is defined in (8)).

1. Let Ky be a realization of an arbitrary X-valued random vector. For each m = 1,..., M, let

Y, ., YN be i.i.d. random variables with distribution Y ~ f,, sampled independently of

12



the realized value of k;. For any N > 1

~

N N T
1 1
Gn(ke) = — (N Z me(yl,n) —Q, .., N Z Pt (YM,n) - O‘) ) (10)
n=1 n=1

15 an unbiased estimator of the subgradient of f at k:; where ¢y, is a test of the Neyman-

Pearson form defined in .

2. The stochastic mirror descent update in Algorithm based on CAJN() and the mirror map

d(k) = Z%ﬂ Km I0(Ky,) is
Ri+1,m = Ct * Kg,m €XP <_77 : am,N(M)) ) (11)
where (A}m,N(mt) is the m-th coordinate of (A;N(mt) and

1
a Zi\r/le K’t,m €xXp <_n : é(\m,N(/it)>

c; =ming 1

’

3. The initial condition in Algorithm based on the mirror map ®(k) = SN ki In(ky,) is

m=1

! Y * ! ) ) Z.f' 1 < M < exp(l)’
(o) et
Proof. See Section in Appendix [A] O

It is useful to make an explicit connection between the updating formula in and Equation

10, p. 782 in [Elliott et al.| (2015). Following the notation in |[Elliott et al.| (2015)), define

vajl = In(Ke1,m)-

13



Taking logarithms on both sides of and using the definition of G ~(k¢) yields

N
1
pot = n(ey) + iy, +1 (N Z Pexp(ut) Ymn) — a) : (13)
n=1

When ¢; = 1, the term In(¢;) = 0, and thus, essentially matches Equation 10, p. 782 in [Elliott
et al| (2015) after noting that amJ\/(lﬁ) is a Monte Carlo estimate of the negative excess rate of

Type I error the test ¢y,:
o — /Soln(ut)fmdy~

Other than notation, the main difference between our expressions is the presence of the additional
term ¢;. In the stochastic mirror descent routine, this term is used to take into account the fact
that—because of our Lemma the optimization domain in the dual problem can be restricted

to values of s such that SN _ &, < 1/a.

3.2 Approximate Solutions to the Dual Problem

In this subsection we show that if the number of epochs (T") and the step size (1) are chosen
appropriately, then & = (1/7) Zthl ky—obtained using Equations and in Theorem
indeed can be used to generate an approximate least-favorable distribution for the problem in .

In order to formalize this statement, note that we have defined v as the value of the dual problem

inf.ex f(k), where f(-) is defined in (6]) and the set X is defined in (8)). Let

m=1

M
AM_IE{)\GRMMmZOforallmzl,...,M and Z)\mzl} (14)

denote the probability simplex in RM.

Definition 1 (e-least favorable distribution). We say that a vector \* € AM~!is an e-least favorable

14



distribution if there exists a positive constant cv? such that

* * *
K, =CV, + A

satisfies

[k Sv+e (15)

where f(-) is defined in @ We say that a vector \* € AM~1is an approzimate least-favorable

distribution if there exists € > 0 for which \* is e-least favorable.

Remark 3. The definition presented above is different from the notion of “e-approximate least
favorable distribution” used by [Elliott et al.| (2015)); see their Definition 1, p. 780. Their definition
focuses on the statistical properties of the Neyman-Pearson test associated with the least-favorable
distribution. In contrast, we focus on the optimization problem that defines such a least-favorable
distribution: the dual problem we presented in . Our definition is inspired by a large literature in
theoretical computer science, operations research, and optimization where it is a common approach
to “to relax the requirement of finding an optimal solution, and instead settle for a solution that is
good enough” (Williamson and Shmoys|, 2011, p. 14). There are different criteria that can be used
to formalize the statement that an approximate solution is “good enough”, but a typical choice
in optimization problems relies on its value function (which is the metric we use in our Definition
. We deliberately chose an additive approximation error, because most of the results that we are
familiar with regarding the approximation error of mirror descent routines—and, more generally,
first-order methods for convex optimization problems—take this form; see, for example, Section
5.1.1 in [Juditsky and Nemirovski (2011)) and also Bubeck| (2015). But it is also possible to give
results for multiplicative approximation errors; for example, see Theorem 1 in |Chen, Lucier, Singer,
and Syrgkanis| (2017)).

We now present a result showing that Algorithm [I] provably generates an approximate least-

favorable distribution. For any nonnegative real number x, let [z]| denote the “ceiling function”;

15



that is smallest integer larger than .

Theorem 2. Consider the optimization problem inf.ex f(k), where f(-) is defined in (6]) and the
set X is defined in . Let Ry be the output of Algorithm 1| based on the mirror map ®(k) =
2%21 Km I0(Ky) and the unbiased estimator of the gradient @N() defined in Equation of Theorem
[ If a €(0,1/2) and M > exp(1)/a,

T:’V%-IH(M{‘, and n:a-m, (16)

then

Rr

M= —— (17)
’ Z%:lETvm

s a (1 + %) e-least favorable distribution, in the sense of our Deﬁm’tion with prob-

ability at least 1 — exp (—Q?).
Proof. See Section in Appendix [A] O

Theorem [2| shows that—even after finitely many iterations—the S-MD routine for the dual problem,

inf f(x),

KreEX

generates an approximate least-favorable distribution (in the sense of our Definition (1)) with high
probability. The approximate least favorable distribution in is the direction of the multipliers
Rr (in analogy to what we would do if we had access to the exact solution of the dual problem).
The probabilistic statement in the theorem arises due to the randomness in the gradient estimator
in , which makes the output of the S-MD routine behave as a random variable. Note that if
we fix the frequency at which we would like to obtain an approximate least-favorable distribution
(over different runs of the S-MD routine), then the number of draws used to construct the gradient

estimator (N) determines how close we get to finding a “good enough” solution for the dual problem.

16



For example, suppose that e = .1, « = 10% and M = 200, and suppose we set Q = /In(1/a),
so that 1 —exp(—Q?) = 1 — a = 90%. If we run the S-MD routine using N = 1 (only one draw per

density f,,), then with probability 90% we will obtain a

In(1/a) N B
(1 + 2\/1n(M)(1 — a)2> €~ 2.5e=.25

least-favorable distribution. If we use N = 10 (only ten draws per density) we get a

In(1/a) N B
(1 +2\/1n(M) 0 (1= oz)2> e~ 1.5¢ = .15

least favorable distribution. If we use N = 100, with probability 90% we get a 1.15¢ = .11-least

favorable distribution. More generally, Theorem [2| shows that, for any target probability, we can
always make N large enough to get as close as we would like to the desired approximation error e.

In our view, the most surprising part of Theorem [2] is that even if the number of draws per
density used to implement the S-MD routine are as low as N = 1, it is still possible to get an
approximate least-favorable distribution that provides a non-trivial approximate solution to the
dual problem in . For instance, in the example above, using only one draw per density yields an
approximation error of 2.5¢ = .25 with probability 90%. The approximation error of .25 should be
interpreted as a worst-case guarantee that applies to any testing problem of the form . As we
show in our illustrative example, the resulting approximation error can, in practice, be considerably

smaller.

3.3 Nearly Optimal Tests via Stochastic Mirror Descent

Now that we have established that the S-MD routine in Algorithm (1| (with negative entropy as a
mirror map) provably generates an approximate least-favorable distribution—in the sense of our

Definition [T[}—we discuss the extent to which the S-MD routine can also be used to generate a nearly
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optimal test.

Before presenting a formal definition of what we mean by a nearly optimal test, it is helpful
to explain why it is not entirely trivial to translate the approximate least-favorable distribution in
Equation [17]into a nearly optimal test. Let x7. be the multipliers that we obtain after running the
S-MD routine, with 7" and n defined as in Theorem [2| Consider the test of the Neyman-Pearson
form, ¢: , defined in based on the multipliers m}ﬂ Since the S-MD routine never explicitly
tried to enforce size control, it is possible that the size of ¢, is strictly above the nominal level
a. Mathematically, this happens because an approximate optimizer to the dual problem does not
necessarily imply a feasible solution to the primal problem (let alone a nearly optimal one). This
suggests that, when defining a nearly optimal test, it could be helpful to take into account i) possible
violations of the required size; ii) as well as potential loss in power, relative to the optimal solution.

Let v be defined as value function of the dual problem in . As we show in Section of

Appendix Bl duality holds, and v equals the power of the most powerful test of size aﬂ
Definition 2. A statistical test o} ;: Y — [0,1] is said to be (¢, d)-nearly optimal of size « if:

1. The size of ¢} ; is no larger than a(1 + ),

/80:,5fmdl/ <a(l+90), foralm=1,..., M.

2. The power of ¢} 5 is at most € away of the maximum power of a test of size «,

/(p;(;gdu >0 —e.
M

¥Note that k% can be decomposed into its direction A} as in Equation [17|and its norm cvi, = >, K m- Thus,
the test in @ rejects the null if and only if

M
9(y) > v Y N (1)

m=1

9For the sake of exposition, we deliberately write ¥ instead of v(a).
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We say that test ¢* is nearly optimal of size «, if there exists €, > 0 for which ¢* is (e, d)-nearly

optimal.

The following theorem shows that Algorithm [I] can provably be used to generate a nearly optimal

test.

Theorem 3. Consider the optimization problem inf.cy f(k), where f(-) is defined in @ and the
set X s defined in . Let {r;}L, be the sequence of multipliers generated by Algom'thm based on

the mirror map ©(rk) = Mk In(k,,) and the unbiased estimator of the gradient Gy(-) defined

m=1

in Equatz’on of Theorem . If M > exp(1)/a,

€

T [M-ln(M)—‘, ond 0= a5,

o2e?

then the test

Prly) = 7 D o) (15)

is nearly optimal of size av with high probability (where @, is the test of the Neyman-Pearson form

in (7). More concretely, with probability at least 1 — exp(—Q?)

1. Foranym=1,..., M,

/@Tfmdy <« (1 +

2. The power of or is larger than

1+ 20
VInON( — a)?

20)
1+ O a)2] €. (20)

Proof. See Section in Appendix [A] O

Theorem [3| shows that the S-MD routine analyzed in this paper provably generates a nearly optimal
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test, in the sense of our Definition 2] There are three aspects about our result that are worth
highlighting.

First, it is rather surprising that the nearly optimal test in takes the form of an “average”
test. In order to get some intuition of why this construction is helpful to obtain theoretical results,

it is useful to explicitly write the dual in as the minimax problem

min max L(y, k),
nERf 4

where L(p, k) is the Lagrangian function defined in . In this problem, the “min” player is choosing
a vector of (Lagrange) multipliers, and the “max” player is choosing a test. For a fixed k, the best
response of the max player is a test of the Neyman-Pearson form ¢, defined in . A mirror descent
routine for this problem initializes the choice of k by the “min” player, and iteratively updates its
values based on the (sub)gradient of the Lagrangian with respect to x;, which—by results analogous
to the envelope theorem—will give the rates of Type I error of ¢,,. The most powerful test of size

« is the solution to the maximin problem

max min L(p, k).
14 neRf}fI

The question is how to translate the iterates, {x;}._;, into a solution to the maximin problem.
This question is common in the application of the mirror descent algorithm to minimax problems
that arise in game theory and statistical decision theory; see Aradillas Fernandez et al.| (2025) and
the discussion of matrix games in |Arora, Hazan, and Kale (2012). While these papers consider
different problems to the one studied in this paper, a suggestion therein is to use the best responses
of the max player {¢,.,}L; and randomize over them with uniform probability. In our problem,
such a construction becomes the average test in ; and this is what motivated us to study its
performance. To the best of our knowledge, our results have not been stated elsewhere.

Second, the upper bound on the rate of Type I error features a term whose value changes with

20



each specific run of the S-MD routine. This is not ideal, but we were not able to derive a better
bound. To better understand the role of this term, consider again the example we discussed after
Theorem . Suppose that € = .1, a = 10% and M = 200, and suppose we set = m, SO
that 1 — exp(—Q?) = 1 — a = 90%. If we run the S-MD routine using N = 1 (only one draw per

density fp,),

1+

In(1/c) N B
14 2\/1n(M)(1 — a)2] e~ 1+ 2.5e=1.25.

If the term

T
1 ~
T ZGN(F%)T/% (21)
t=1

were not part of , then we could conclude that with probability at least 90%, the test @7 has
size of at most 12.5% (that is, there is a size distortion of 2.5%) and power that is no less than v
minus 25 percent points. Again, making N arbitrarily large makes the size closer to a(1 + €) and
the power at least v — €. The interpretation of Theorem (3| changes slightly when we incorporate
. Suppose for example that in one run of the S-MD routine the term in equals .05. Then,
for that run, our best hope is that is satisfied with the larger bound 1.3 instead of 1.25. This
means that we could see a rate or Type I error of the average test as high as 13%. As we discuss in
the next section, in our illustrative example the term in tends to be small (and negative), but
we do not have any theoretical guarantees for thiSH

Third, to report the entire test (as function of all possible data), one would have to retain
the history of multipliers obtained from the S-MD routine. When both M and the number of
iterations of S-MD are large, this could come with significant computational and data storage
expense. However, a typical use case is to perform the test on a specific data set. For this purpose,
data storage requirements can be much reduced because, rather than retaining the weights for every

epoch, it suffices to store the implied test results, i.e. one bit per epoch and parameter value being

10The terms —G ~(k¢) Tk is a Monte-Carlo estimate of the average excess rate of Type I error of ,,, evaluated
at the different null densities. The term in averages these Monte-Carlo estimates over all iterations.
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tested (and even less if one is content with only updating the average). Furthermore, rather than
reporting a rejection probability, it usually suffices to either accept or reject, although in cases where
the rejection probability is interior, this decision will then be random conditionally on the data. But
this can be achieved at much lower computational expense: (ii) By a simple application of the Law
of Tterated Expectations, rejecting with probability corresponding to the average test is equivalent
to first drawing a “realized epoch” t* ~ unif({1,...,T}) and then executing the Neyman-Pearson
test for epoch ¢* only. (iii) As t* can be drawn before starting the iteration, it is only necessary to
execute iterations up to epoch t*, threreby only executing 7'/2 iterations in expectation. By using
these simplifications, it should be easy to execute the test.

An alternative to the average test is to simply report the Neyman-Pearson test in asso-
ciated with the multipliers Ry obtained as the output of Algorithm [I| based on the mirror map
®(k) = 3™ Kk, In(k,) and the unbiased estimator of the gradient Gx(+) defined in Equation
of Theorem [I While it is challenging to analyze the size and power properties of this test for finite
T, in Appendix we show that, under some conditions, as T" — oo the power of the test will

converge to 0, and it will have correct size (in a sense we make precise).

3.4 Remarks on Confidence Regions

It is common to construct confidence regions by inverting tests. However, the test advocated here
is in general randomized, raising the question of how to invert it. Conceptual discussions of this
matter go back at least to the 1950’s (Stevens, |1950; Lehmann), 1959).E| To summarize some key
points, for this paragraph only let the test function p(-) also depend on the parameter value to be
tested, i.e. we temporarily define p : Y x © — [0, 1], where p(y, ) is the probability of rejecting
the instance of Hy characterized by parameter value 6 given data y; Lehmann| (1959)) calls this the

critical function. Then we can define no less than four intervals that arguably invert our test:

1A notable difference to our setting is that these discussions were motivated by the randomized nature of optimal
or exact tests in highly discrete sample spaces.
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1. Lehmann| (1959)) defines a randomized confidence region as the set {0 : p(y,0) < u}, where u is

a realization of U ~ unif(0, 1), reflecting data-independent randomization by the statistician.

2. |Geyer and Meeden| (2005) propose to directly report 1—p(y, #) as function of 6 and to interpret
it as membership function of a fuzzy set; it is easy to see that expected membership of the

true parameter value will correspond to the target coverage.

3. Similarly to our discussion just above, one could draw a random epoch ¢* and invert the

corresponding (nonrandomized) Neyman-Pearson test.

4. Again similar to previous discussion, one could invert the Neyman-Pearson test that utilizes

average weights K.

Mirroring discussions in the previous subsection, idea 4 is the computationally most involved and
its justification is asymptotic, idea 3 will be the computationally easiest, and idea 1 is intermediate;
2 is computationally equivalent to 1. Some users might find 2 hard to interpret (Berger and Casella;,

2005)). We leave further analysis of the issue to future research.

4 Illustrative Example

In order to illustrate the performance of the SM-D routine in Algorithm [[}—along with the im-
plications of the theoretical guarantees in Theorem [2] and Theorem [B—we consider an elementary
testing problem that arises in the context of the univariate Gaussian location model. More precisely,

suppose we observe a realization of the random variable

Y ~ N(0,1).

The location parameter, ¢, is unknown to the econometrician. Let ©yg = {6y 1,...,00m} be an

equally-spaced grid over the interval [—5, 0] consisting of M = 200 points. We order the elements
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of Oy in decreasing order, so that ,; = 0. We also define the singleton set ©; = {6, }.

We assume that the econometrician is interested in the following hypothesis testing problem:
Holee@o VS. H129€®1.

It is well known that the most powerful test of size « for this problem—which we denote as ¢! —
rejects the null if Y is large enough. More precisely, ¢* (Y) = 1{Y > 21_,}, where 2z;_, is the 1 — «
quantile of a standard normal. The power of this test can then be expressed in terms of the normal
c.d.f. as Pr(N(0,1) < 60, — z;_,). Since the most powerful test of size « for this example is known,
we can use this information to analyze the theoretical guarantees we provided in Theorem [2| and
Theorem [3

The Stochastic Mirror Descent (S-MD) Routine: We first obtain a nearly optimal test of size
a = 10%. We set 6; = 2, which means that the largest power of a test of size a = 10% is
®(2 —1.28) ~ 76.38%. This is also the value of the dual problem in (5]). We set e = .1, and use the
formulae in Theorem [2| to determine the maximum number of iterations (7") and the learning rate

(n) for the S-MD routine:

4(1 = a)?
T— [Q-m(mw — 171,666, n=a-

2e2 5 = -0062. (22)

2(1 — )

In this example M = 200 > (exp (1) /a)) = exp(1) - 10. Thus, in accordance with our theoretical

derivations, the initial condition for the S-MD routine (xo € R™) is chosen to be:
ko = (1/(aM),... . 1/(aM))" = (.05,...,.05)".

The main component of the S-MD routine is the stochastic mirror descent update. We implement
the unbiased estimator of the gradient in Theorem [I]using only one draw per density; that is, N = 1.

More precisely, if we let f,,(-) denote the p.d.f. of ¥ under the null hypothesis 6, ,, € O and we let
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g(-) be the p.d.f. of Y under the alternative ©1, the mirror descent update necessitates an unbiased

estimator of the rates of Type I error of the test

(V) =1 {g(Y) >y mmfm(Y)} . (23)

In our example, an unbiased estimator for the rate of Type I error at 6y, can be succinctly obtained
by sampling Z ~ N (0, 1) and using ¢, (Z +6p.,) as an estimator. More precisely, in each epoch t we
obtain one draw Z; ~ N(0,1) and compute the mirror descent update (coordinate by coordinate)
as

Kmttr1 = Fmg - €Xp (0 [pr, (2t +600m) — ), foreachm=1,..., M.

The intuition of the update is very simple. If v,.(Z + 6p,,)—the unbiased estimator of the rate
of Type I error of ¢,, at ,,—is larger than «, then k,, ;41 increases (and otherwise decreases).
We also know that ||r||; must be less than or equal than 1/a. Thus, after the update we check if
|kez1|| < 1/c. If this is the case, we keep k11 as is; but otherwise we normalize £y to guarantee
that Z%zl Kkm < 1/a. This gives us back the update described in part 2 of Theorem

In general, updating k; is numerically very cheap when N = 1, as it only involves obtaining
one sample from each of the null densities (along with the evaluation of the null and alternative
densities at each draw) and also evaluation of the exponential function. Using Matlab R2024a on
a personal ASUS Vivobook Pro 15 @ 2.5GHz Intel Core Ultra 9 185H, it took around 280 seconds
(slightly less than 5 minutes) to complete all of the T" = 171,666 iterations.

Approzimate Least-Favorable Distribution: As suggested by our Theorem [2] in order to construct
an approximate least-favorable distribution we standardize the average value of ; to represent it

as a probability distribution. More precisely, the blue bars in Figure [1| below correspond to

R 1 T
A = _—T, where ki = — Znt.
[Rr |l T —
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In the testing problem we are considering, it is known that the least-favorable distribution loads all

of its mass on 0y ;. As Figure|[l|shows, the output of the S-MD routine resembles such distribution.

1

| -‘Initial ‘Conditi‘on (Un‘iform \‘Neights‘) |
0.9 - [l e-minimax Solution (Standardized to have unit 1-norm) y
0.8 [ 4
07
0.6 -
05
04
03

0.2

0.1

| | | ]

-5 -4.5 -4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0
Null Hypothesis

Figure 1: A\p = Rp/||Fr|l1 for a = 10% and € = 0.1; where 7y = (1/T) Y1, k.

Our definition of approximate least-favorable distribution in Definition [I| makes reference to the
value function of the dual problem in (5)), and not in terms of its minimizer. In this example, it
is easy to show that the value of the dual (which we denoted by o) equals 76.38% (the power of
the most powerful test of size a = 10%). We now argue that, as expected, the distribution Ap
approximately solves the dual problem, in the sense of Definition [I. To see this, we just need to

evaluate the function:

f(&r) = /sozTg(y)dy - i: RTm (/ Prr (Y) frn (y)dy — a) ~ T1.97%,

N—— /
~T76.96% Lo

where ¢z, is the test of Neyman-Pearson form defined in @, and where a Monte-Carlo approxima-
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tion with 100,000 draws is used for the evaluation of each of the integrals. Thus, in this example:

f(Ry) = T7.97% < v+ € = 76.38% + 10% = 86.38%.

This means that in our run of the S-MD routine we obtained an € = .016-least-favorable distribution.
The quality of the approximation is much better than what we expected based on our theoretical
results in Theorem [2] This is consistent with the fact that the results in Theorem [2] apply to
every possible testing problem with M null densities and a single alternative. We also conducted
a Monte-Carlo simulation where we implemented the S-MD routine with different draws for the
estimation of the subgradient, with 10,000 draws being used for integral evaluation in each. In all
of the 100 runs we obtain a 10%-least favorable distribution. This is consistent that the theoretical
results we presented in Theorem [2| apply to any testing problem of the form .

Nearly Optimal Test pr: Figurereports the test @7 (red, solid line), which is the test defined in
. For comparison, we also report the test ¢z, (blue, solid line). The size of @r is approximately
10.22%), and its power is approximately 76.98%. This means that the test @ is slightly over-sized,
but it has competitive power.

We also conducted 100 different runs of our S-MD routine. In all of the 100 hundred runs the
size was at most a(1 + €) and the lowest power achieved was 76.82%.

Time Comparison of Using More Draws in the S-MD Routine: We also analyzed the increased
computational effort of increasing the number of draws used to evaluate the subgradient during
each iteration. To do this, we re-ran our illustrative example using 1, 10, 100, and 1,000 draws
in each round. Table [l shows the runtime as a function of the number of draws. Lastly, we also
calculated the expected runtime associated with 20,000 draws in each round—the number of draws
recommended by [Elliott et al.| (2015)). Our expected runtime was 369,697 secondsH We think these

results illustrate the computational gains of implementing the S-MD routine with a small number

12This estimate was generated by taking the time difference between the first and second round, and then multi-
plying by T
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Data Realizations

Figure 2: @7 (red) alongside ¢z, (blue) for « = 10% and € = .1.

Draws | Runtime (seconds)
1 314
10 882
100 4,028
1,000 36,320

Table 1: Number of draws in S-MD routine during each round versus runtime.

of draws to evaluate the subgradient.

5 Approximately Unbiased Tests

Consider now a variation of the testing problem in where the alternative hypothesis is also

composite, but with only [ possible distributions for the data:

H, : the density of Y is f,,, m=1,...,M, ws. Hj: thedensityof YVisg,, i=1,...,1.
(24)
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As explained in Section 2.2 of [Elliott et al. (2015)), one can reduce the problem in to the
problem in by choosing weights w = (w1, ...,w;) € AT™! and defining g = Zle w;g;. Then,
the test ¢ that solves can be interpreted as the test that maximizes w-weighted average power
among all tests of size at most a.

A common criticism of tests that maximize a weighted average power criterion (henceforth,
WAP) is that they can be biased: their power for some density g; can be lower than a(Moreira and
Moreira, 2013; |Andrews, [2016). [Moreira and Moreira (2013)) note that one could include additional

constraints in the problem and consider:

sup }/gpgdu, s.t. /gpfmduga, m=1,.. M, /gpgiduzg, i1=1,...,1. (25)

©:Y—0,1

Just as before, we can define the Lagrangian function associated with problem as

L,k p) = /s@gdv —ifcm U @ fmdv — a} - éu U w(—gi)dVﬂLa} , (26)

where we refer to k = (K1, ..., kn) € Rﬂ‘f as the Lagrange multipliers associated with each of the
inequality constraints that bound the test’s rate of Type I error, and we let u = (u1, ..., us) € ]Rﬂ_
denote the Lagrange multipliers associated with each of the inequality constraints preventing the
test to be biased.

We could then proceed as we did before and define the dual optimization problem:

inf  f(k,p), (27)

M I
RERY, peRy

where

f(ryp) = sup L(p,k,p). (28)
P:Y—[0,1]

It is possible to show that the function f(k,u) is convex in its arguments. Moreover, a test ¢ that
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achieves the maximum is the test

if ” KmJm - 41_1 i9i\Y),
o (y) = 1 if gly) > Dy fmfm(y) = Dy 1igi(y) (29)

0 ifg(y) <Mk fuy) — S0, igi(y),

and a subgradient of f() at (k, p) is

Vilk,pu)=— (/gpn,ufldu—a,...,/gp,WfMudl/—oz,/gp,w(—gl)dl/%—oz.../gp,w(—gf)dy—i-oz).

If Vf(k, ) were known, the mirror descent routine (with negative entropy as mirror map) for

this problem would have updates

Rt+1,m = Kem €XP (—77 : Vf("fta Mt)) )

i1 = Mg €XP (—77 : Vf(/it, ,Ut)) .

Establishing a result similar to Theorem [2| and [3| is more challenging because the application of
standard results would need ex-ante constraints on the || - ||;-norm of x and p. But, for example,
if one knew that the optimal values of xk and p satisfied the constraint ||k + u||; < 1/a then our

previous theoretical results for S-MD would apply.

6 Conclusion

We showed that—in testing problems where the null hypothesis postulates M distributions for the
observed data—a slight variation of the algorithm in Elliott et al.| (2015) coincides with a stochastic
mirror descent routine for convex optimization. The convex program that arises naturally in the
testing problem in is the dual of the mathematical program that defines the most powerful test

of size «.
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We show that, given a desired approximation error, one can use a stochastic mirror descent
routine to provably obtain—after finitely many iterations—both an approximate least-favorable
distribution and a nearly optimal test.

Our theoretical results allowed us to provide concrete recommendations about the algorithm’s
implementation: including its initial condition, its step size, the number of iterations, and the
number of stochastic draws per iteration that can be used to approximate the subgradient of the
objective function. These practical recommendations have at least two important implications.
First, the number of iterations used by the algorithm scales logarithmically in M (which means
there is no theoretical sense in which the algorithm scales poorly as a function of the elements in
the null hypothesis). Second, the algorithm can be implemented with a single stochastic draw per
null density in each iteration (taking a larger number of draws improves the approximation error
of the S-MD routine, but using a small number of draws reduces the computational burden of the

algorithm).
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A  Proofs of Main Results

A.1 Proof of Lemma [

Proof. To prove convexity, note that by definition

M

FO 4 (1= Vi) = Sl;p/(pgdu =3 i+ (1= i) U o fmdy — 04} ,

m=1

where we have slightly abused notation by omitting the fact that ¢ is allowed to be an arbitrary

element of the space of all randomized tests. Consequently,

® m=1

FOR+ (1= A)K) < Asup {gpgdu - i Fom [/ O fmdy — oz] }

M

+(1—A)sgp{/¢gdu—zm;n [/gofmdy—a]}

m=1

— M) + (L= N F().

Therefore, f is convex in k.

To show that V f(x) is a subgradient of f at k € R}, we need to show that for any x’ € Rf

f(r) < f(K) + V(r)(k = &)

Note first that the test ¢, solves the problem

M
sup /gpgdu — Z Kom [/ O frndy — a] ) (30)
0 Y—[0,1] —

We can then rewrite as

M M
sup /gp (g— Zlimfm> du—l—aZ/@m.
m=1 m=1

P:Y—[0,1]
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Consequently,

A.2 Proof of Lemma [2

Proof. Since X C RY we have

inf f(k) < inf f(k).

HGRKI reEX
Thus, it is sufficient to show that

Hie%fy f(r) = inf f(x).

. E < . E

By definition of infimum, for any ¢ > 0 there exists k. € R_]‘f such that

0 < f(ke) <V+e.
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By choosing € small enough, we can guarantee the existence of an element k., € Rf such that

f(ke) < 0+e€ < inf f(k).

KEX

Since X' and (Rﬂ\f \ X ) form a partition of Rf\f , it must be the case that either k. € X or k. €
(RY\X). Clearly, we cannot have k. € X (as this would immediately yield a contradiction). Thus,
we must have r, € (RY\X).

Note that at Kk = 0,

f(0) Z/wogdv < /gdv: L.

But also, for any « such that |||, > 1/a,

M M
dV—i-OéZIim > mea> 1.
m=1 m=1

f(k) = sup /Splg_i:’fmfm

©:Y—[0,1]

Therefore,
< flr) < inf f() < F(0) < 1.
This yields a contradiction. We conclude that v = inf, cgar f (k) = inf.cx f(K). O

A.3 Proof of Theorem 1

PROOF OF PART 1 OF THE THEOREM: Let k; be a realization of an arbitrary X-valued random
vector. Let ém,N(“t) be the m-th coordinate of @N(mt). If suffices to show that if (Y1,..., YimnN)

are i.i.d. random variables with distribution Y ~ f,, sampled independently of the realized value

~

of k¢, then E[G,, n(kt)|kt] = — (f Opfrmdr — a).
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By definition of @m,N(ﬁt),

N
~ 1
E[Gm7N(/£t)‘Ht] = —E N Zl Pry (Ym,n) Ke| + o
= K |:§0th (Ym,n) Kti| + «,
where the last line follows from the fact that (Y,,1,..., Y, n) are i.i.d. according to f,,, indepen-

dently of the value of k;. Since f,, is the p.d.f. of Y relative to the o-finite measure v, Problem 1,

Chapter 5, p. 177 of Dudley| (2002) implies

E [@m (Ymn)

mt] - / s [l

Therefore, G ~(k¢) is an unbiased estimator of the subgradient of f at the realized ;.
PROOF OF PART 2 OF THE THEOREM: Let G y (k) be the unbiased estimator of the subgradient

of f at k;. We provide an explicit solution for the problem
Kiy1 = arg  min ﬁ@N(Ht)TH + Da (K, ki), (31)
REXNRY,
when ®(k) = M k., In(k,,). By definition of Bregman divergence,

Do (k, k) = (k) — P(ke) — (VP(Ke), K — Ky).

Consequently, k.1 is the solution to the following optimization problem

M M
rr]%iﬂ nGn (k) K+ Z K I (K [ Ktm) — Z(/{m — Ktm), (32)
RER 1+ m=1 m=1

subject to the constraint

M
Z Em < 1/a.
m=1

39



Let 1 denote the Lagrange multiplier associated with this constraint. Thus, the first-order conditions

of the problem for each k¢y1,, become:

né\m,N(’it) + 1n</€t+1,m/’it,m) +up=0, (33>

where @m ~ (k) is the m-th entry of G ~(k¢). The first-order condition in can be written as

~

Kis1m = Kim €XP (—nGm,N(ﬁt)> exp (—p) .

Two cases to consider. First, if

M

Z Kt,m €XP <_77Gm N(/{t)> < 1/0(,

m=1
then =0 and

Rt+1,m = Kt,m €XP <_77@m,N(fft)> . (34)
Second, if

M
> tumexp (<G () = 1/a,
m=1

then p > 0 and fo:l Ki+1.m must equal 1/a. Consequently,

1 Kt.m €XP (‘Uém,N(’{t))
Ri+im = — = ) (35)
, o v
D m=1 Kt,m €XP (—nGm,N(m)>

which can be achieved by setting

M
n= In (Z Rt,m €XP (_nam,NOft))) .
m=1
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PROOF OF PART 3 OF THE THEOREM: The initial condition x; solves:

M M
min Z EmIn(km) st ||kl = Z Em < 1/a. (36)
ReRY) 1 m=1

We re-parameterize this problem by defining

KE”’{HM me’im/Kv p:(plw--apM)T-

Since k € Riﬁ, then K > 0 and w,, > 0 for all m = 1,..., M. Moreover, if we denote by AM~!
the simplex in RM and use int(AY~!) to denote its interior, the optimization problem in thus

becomes the nested optimization problem

min ( min K (Z DPm ln(pm)> - Kln(K)) st. K <1/a. (37)

K>0 \ peint(AM-1)

Thus, we first solve the inner problem which consists of finding the distribution in the simplex

with the smallest negative entropy:

min Z P I0(ppn)-

pEint(AM— 1)

It is known that the solution of this problem is to set p,, = 1/M. We verify this below for the sake

of exposition. The first order conditions are
1+ In(pn) +p =0,

where p is the Lagrange multiplier associated with ||p||; = 1. Solving for p,, yields

Pm = exp (—=(1 + p))
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which implies (by summing the left side over m =1,..., M):

&= exp ({14 ).

We conclude that pf, = 1/M is the optimal direction of ;. We now find its scale by solving the

outer optimization problem

K>0 K>0

min K (Z %ln (%)) + KIn(K) =min K(In(K) —In(M)) st. K <1/a. (38)

m=1

Without the constraint, the objective function has a global minimum at K™ satisfying
In(K*)+1—1In(M) =0,

or equivalently, K* = M/exp(1). It is also decreasing for K < K* and increasing for larger values.

Therefore, the solution to the problem in (38) is

M_f ] < M < 220

K* _ exp(l) o
L iy > o)
Thus, the initial condition is
(ex})l(l)7~.-,expl(1)> if 1 §M< %(1)’
K1 =
(3@ 71a) if A > 220

A.4 Proof of Theorem 2|

The approximation error of the numerical iteration consists of two parts: optimization error and

estimation error. The former is intrinsic to the optimization algorithm when applying the exact
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(sub)gradient, while latter is induced by the estimation error of the unknown subgradient.

Proof. By Lemma , the function f(-) in the dual problem is convex. Consequently, for any
keX,

f <% ,5_21 Kft,m) — f(r) < %Z f(kem) = f (k). (39)

t=1
Note under the S-MD routine of Algorithm [I} x; is a random variable. Part 1 of Theorem [I] showed
that, given the realized value of k;, G ~n(k¢) is an unbiased estimator of the subgradient of f at

k¢; that is, E [(A} N(mt)} = Vf(k)". Consequently, Equation and the definition of subgradient

L I
f (T ; ’ft,m> - f(’i) -~

- %ZGN(F%)T (ki — k). (41)

imply

A
N[ =
[~
<
=
&
B

|

Z

It follows by [Bubeck| (2015, proof of Theorem 4.2 and Equation (10) on p.307) that is

bounded above by

D(/ﬁ:/{ n
1
e\ M) __E G

where p is the parameter of the convexity of ¢ with respect to || - [[;. We have already proved in
Lemmathat p = a/2. Additionally, D,(k, k1) < In(M)/c. H Accordingly, is bounded above
by

13When M > <, meaning the problem is high in dimension, then

R? = sup p(k) — p(k1)
KREX

- éln (;) - é <ln (;) —ln(M)> = élH(M)
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D,(k,k1) n a 5 ln(M) n(1 — «a)?
Zeln i) NG 42
nT’ 2T2;H wr)lloe — aln * a (42)
where || + || is the sup norm, and where the last inequality follows from the fact that o < 1/2.

Since
€

T = [M-IH(M)—‘, and =0 zr—rs

a2e?

we conclude that is at most €. Next, we upper bound the term . Define
Ay = GN(/@) V f(Ke). (43)

Given t and k;, we write A; as an average of N independent vectors, i.e.,

[N
= %7 Ana
N; b

where A, = (gaﬁt(}/l(iz) — /gp,itfldu ,ga,it(Y(t) ) — /gp,.;thdy) n=12..,N.

Denote the M x N random vectors at time ¢ as Y; = (Yn(fn) and let F; = o(Y1,Ys,...,Y;) denote
the canonical filtration of Y;. From our iteration, k; is F;-predictable, i.e., o(k;) C Fy_1 for each t.
Also note that ||r; — £*||; < 2/« for any k € X. Thus, applying Lemma [5| with X; = k; — k and

L = 2/a, we conclude that, for a given confidence level Q2 > 0, is upper bounded by

40 B 2Qe
aVTN  /(I—a)P2In(M)N’

with probability at least 1 — exp(—?). The conclusion follows from combining the upper bound

for and , and take k = k*, the solution to the dual problem. O

44



A.5 Proof of Theorem [3

Proof. First, it is already derived in the proof for Theorem [2| that for any x € X,

'ﬂ |

Z oy ) < “;%) TR (44)

For a given x € &, apply Lemma [5| with X; = x and X; = k¢, respectively. Notice that both
&]l1 < 1/a, ||ke]]1 < 1/a hold, then

[ T
e Q
br %;(GN('%) — Vf(r)) ' < &jﬁ > 1 — exp(—Q?),
ERa 20
and Pr f ; —(Gn (ki) = Vf(Ke)) "Re < Wi > 1 — exp(—0?).

Combining with , we have

T
@ (k /@—— Vilk) "k <e+ > 1 — exp(—0?), 45
; t t Z f t \/ﬁ - p( ) ( )
and similarly,
1<~ A 20
Pr|= Vilky) ke — = Gn(ky) ' k< e+ > 1 — exp(—0Q?). 46
T; f( t) t T; N( t) Oé\/ﬁ = p( ) ( )

Note implies a high probability bound for the Type I error: take k,, = 1/a for m = j and
Km = 0 for other m # j. Then,
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Taking it back to (45), we have

1 < A 20)
/gofmduga 1— ZGN(Ht)THt+€+
P TN

«

|

with probability at least 1 — exp(—?). The first statement follows from the arbitrariness of m.

For the second statement, note according to (46|, we have

1 < 20 1 &
— Vi) Ky —e— < — CA; k) K
T; f( t) t am—T; N( t)

with probability at least 1 — exp(—?). Add the power of @, [ @gdv, to both sides. Notice that

power(@) + % Z Vf(ke) ke = %Zf(ﬁt) > 7,

taking x = 0 leads to
2Q)

avVTN'

with probability at least 1 — exp(—?). This concludes the proof of the second statement of Theo-

power(@) > 0 — € —

rem O
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Online Appendix

B Additional Technical Results

B.1 Additional Lemmas

me1 Km IN(Kp,) s a mirror map.

Lemma 3. The function ® : RY, — R given by ®(x) = M

Proof. Tt is sufficient to verify the conditions i)-ii)-iii) given at the beginning of Section ({3.1)), which

are taken from Section 4.1 in [Bubeck| (2015)). We first verify i); namely that ®(-) is differentiable

and strictly convex. The gradient of ® at any ~ € RY, is:

Vo(k) = (1+In(k1), ..., 1 + In(kr)).

Thus, ® is differentiable in its domain. Moreover, for any € RY, the Hessian takes the form

L0 0
0o L
K2
0 1
L Kpa

which is a positive definite matrix. Therefore, ®(-) is strictly convex in its domain.
Next, we verify ii); namely, that V@(R}, ) = R™. Since In(Ry4) = R, condition ii) holds.
Lastly, we verify condition iii), which in this case is equivalent to showing that for any «* with
one or more entries equal to zero satisfies

lim [|[VO(RY,)|| = oc.

K—K*
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Note that, if the m-th entry of £* is zero, then

lim 1+ In(z) = —oc.
z—0+

Therefore, condition iii) holds. Therefore, ®(-) is a mirror map. O
Lemma 4. The function ®(k) = Zf\le Km In(Km) restricted on X is §-strongly convex w.r.t. ||-|];.

Proof. We intend to prove, for any ki, ke € X,

«
O(k1) = Blhz) — (VO(k2), k1 — k2) = ||k — a1 (47)
Define Ky = ||r1[[1, K2 = ||k2l|1, and p1 = k1/[[kall1, p2 = K2/|[k2l1, we write
k1 = Kip1, kg = Kaps.

Then, we decompose the left-hand side of as

M
K m
O(k1) — P(k2) — (VP(K2), k1 — ko) = K In — — (K7 — K») + K, Dim In Pim
K.

2 f— P2.m

Notice that:

1. the function @ : (0, é] — R defined by ®(x) = zln(zx) is a-strongly convex, so

K «
K, m?l — (K = Ky) > S|y - K2

2. p1,pe are on the (M — 1)-dimensional simplex. We can apply the Pinsker’s inequality,

M
Pim K o
Ky pim lni 2 71\!171 —palli = SIE (o1 = p2) -
m=1 m
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Together we get

(k1) — P(k2) —

(V(ra). 1 = ) 2 SIKy = Kol + S 1K (o1 = o)l
=3 (HKlpz Kops||? + |1 K1p1 — Kipa|7)
> % (1K 1p2 — Kopali + | Kip1 — Kipa|h)?
= ZHKﬂh - K2P2H%-

]

Lemma 5. Suppose our unbiased estimator @N(mt) 1s evaluated on M x N independent draws in

Y.

Then, for any v > 0 and any {X; € RM ¢ = 1,2, ...} that is Fi-predictable, if there exists a

constant L such that || X;||; < L, we have

which leads to

Pr

T

ex

1

p(

(> (X A))

t=1

( ,.YQ M2
= e Ty

)
).

Sl

TN§?
4M?

XT:<Xt, Ay) > (5] < exp (_

Moreover, for a given confidence level 2 > 0, we have

T
Z Xta

) > —] < exp(—?).

Proof. First, because for any t,n, ||A; ]l <1 and || X;]; < L,

B |oxp

Xy, Ay )2
“L—;’))’Ftl] < exp(1)

Apply the same steps as in Nemirovski, Juditsky, Lan, and Shapiro (2009): if 0 < vL < 1, we apply
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e* <z + ¢ and Cauchy-Schwarz inequality, which yields
E[GXP (V( Xt Arn)) |ft71] < E[GXP (v (X, Arn)?) ]]—"t,l} <exp(y2L?).
If vL > 1, Cauchy-Schwarz inequality implies
E[exp (7(X¢, Arn)) [Fio1] < E [exp (vL) !]-—t_1] <exp (y’L?).

Therefore, in both cases,

Elexp(v(Xe, Avn))|Fra] < exp(y*L?).

Because {A¢,,,n =1,2,.., N} are independent, we have

Elexp(y(X:, Ae))|Fr—1] = T Efexp(

=]

2L2
(X, Auo))|Fit] < oxp (7 ! ) |

Applying Law of Iterated Expectations sequentially yields

T
Z Xt>

t=1

exp(

= exp Z XtaAt \fT 1]]

t=1

==
[

= E |E[exp(2: (Xr, Ar))|Fr—1] - exp(

~
L

(X1, An)]

N[

i
I\

A2 ’yT
<E ey + 73X A
<. <exp( )

It follows by Markov’s inequality that

Elexp(3 3y (Xi, Ar))] V2L
< — < — .
< oxp(70) s exp | v6 | ,Vy >0

1 T
Z Xt7
t=1
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For a given confidence level {2 > 0, applying the above relation with v = ETN;S abd 0 = % yields

the desired conclusion. O

B.2 Duality Results

In this section we formalize the connection between the optimization problems and . Through-
out this section we assume that (), F,v) is a separable measure space in the sense of Exercise 10,

Chapter 1 in Stein and Shakarchi (2011]).

Proposition 1. i) There exists a test * that solves ; that is, ©* mazimizes [ pgdv among all
level-ac tests. i) Furthermore, there exists an optimizer k* to the dual problem , and the value
of the dual problem is finite. i) Moreover, for any solution k of the dual , and for any test ¢
that solves (3)), the pair ($, &) satisfy:

A

o(y) = 1, when g(y) >

M=
x>
z.
3
S
=
NS>

()=
x>

3

i
s

¢(y) =0, when g(y) <

3
I

and the complementary slackness,

f (/ B dy — a) —0,¥m < [M]. (49)

Proof. Let v denote the o-finite measure defined over the measurable space (Y, F). In a slight
abuse of notation, denote by L>°()) the set of essentially bounded real-valued measurable functions
on (Y, F). Let L'(Y) be the space of all real-valued measurable functions f : ) — R that are
integrable with respect to v; that is [ |f|dv < co. Endow L*(Y) with the weak*-topology; see
Rudin| (2005)), p. 67, 68. By definition, a sequence {¢, }nen € L(Y) converges to ¢ in the weak*

topology if and only if
/fgondy — /fgodz/, for any f € L*(),
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see p. 62-68 of Rudin (2005)). It is known that when endowed with the weak* topology, the set
L*>(Y) is a linear topological space.

PROOF OF STATEMENT 1). Define the set of all tests
C:={pe L=Y)|0<p(y) <1forvae. },

and consider the subset of all a-level tests

Co = {cpec ] /@fmdug&forallm:1,...,M}.

Note that C, is nonempty since ¢y € C, for any . By Lemma [}, the set C, is compact under the
weak*-topology. As the objective function in is continuous in the weak*-topology, we conclude
that there exists a test ¢* that solves .

PROOF OF STATEMENT 11). Recall the Lagrangian

M

L, k) :/gong—Z/{m [/gpfmdu—a] .

m=1

We first show that Sion’s minimax theorem holds, i.e.,

sup min L(y, k) = min sup L(p, k) := v. (50)
el RER{Y HGR% peC

First, by Lemma @, C is a convex, compact subset of L>°()) when endowed with the weak™ topology.
It is clear that Rf is a convex subset of RM. Second, since we endowed L>°()) with the weak*
topology, then, by definition, for any fixed , the functional L(-,x) : C — R is a continuous
functional, that is also linear. Similarly, for any fixed ¢, L(p,-) : RY — R is a continuous and
linear function of k. Therefore, all conditions of Sion’s minimax theorem are verified; see [Simons

(1995, Theorem 3).
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Since

sup /gogdy = sup min L(p, k),

p€Ca peC keRY

and by part i) of Proposition |l| there exists a test ¢* € C,, such that

/ @*gdv = sup / pgdv,
peCq
then

0<v<1.

Therefore, by definition of minimum, there exists multipliers xk* € Rf such that

0 <sup L(p,x") = min sup L(p, k) :==v < 1.
el KERY peC

PROOF OF STATEMENT I11). Let k& be an arbitrary solution to the dual problem in . Let ¢ be

an arbitrary solution to the primal . First, we would like to show that

inf L(p,k) = sup min L(yp, k), (51)

wERY peC keRY

which means that ¢ solves the maxmin problem. To this end, note that

/gbgdl/ = sup /gogdl/ = sup min L(yp, k).

©€Ca peC eRY

Moreover, for any ¢ € C,,

min L(p, k) = /gpgdu.

M
KER+

We conclude that

min L(p, k) = /@gdl/ = sup /gogdl/ = sup min L(p, k).

KERY 0€Ca peC veRY
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This establishes . By and , we have

L(p, k) > min L(p, k) = sup min L(y, k)

KERY peC keERY
= min sup L(p, k) = sup L(p, k) > L(p, k).

wERY peC pec

Then, note that L(p, k) = inf, cpy L(¢, k), implying (49). Also, L(p, &) = sup ¢ L(g, &), implying
@) 0

Below is a lemma proving that the domain of the primal problem is compact.

Lemma 6. Let (Y, F,v) be a separable measure space in the sense of Exercise 10, Chapter 1 in

Stein and Shakarchi (2011) and let v be a o-finite measure. Define

C:={peL®Y)|0<(y) <1 forv-a.e ye Y},

and

Co = {g@GC | /cpfmdl/gaforallm:1,...,M}.

Then, C and C, are compact in the weak® topology (where L>*(Y) is viewed as the dual space of
LY(Y)). Moreover, C is a convex subset of L=(Y).

Proof. Recall that L>=()) is identified with the dual of L*()), and the weak* topology on L*())

is the weakest topology that makes all maps

o= (f,p) = /wadv,

continuous for every f € L'()). By the Banach-Alaoglu theorem (Rudin|, 2005, p.68), the closed

jiwfdv

unit ball

B := {s@ € L>(Y) ‘

<1 forall fe LYY) with ||f||; < 1}
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is compact in the weak*-topology.

Observe that

C={pe L™V |0<p(y) <1forvae ye)}

is a subset of B, since for any ¢ € C and any f € L'(Y) with || f||; < 1, one has

’/ygpfdy S/y|<PHf!dV§/y|f\du§1_

We now show that C is weak*-sequentially closed. Suppose that {¢,}22 ; is a sequence in C that

converges to some ¢ € L*()) in the weak® topology. Assume for contradiction that ¢ ¢ C; then
either the set Ay :={y €Y |py) >1} or A_:={y € V| ¢(y) < 0} has positive measure w.r.t.

v. Without loss of generality, assume that v(A;) > 0. Define the function

14, (y)

Then f € L'(Y) and ||f||; = 1. Since each ¢, € C, we have

/gonfdz/g 1 for all n.
y

By the weak* convergence we obtain

n—oo

lim gonfdl/—/@fdygl
Yy y

On the other hand, because (¢ — 1) f is positive we have

/(90—1)de20:>/¢7de21.
Yy Yy

This implies that [¢fdr = 1, which in turn gives [(¢ — 1)fdv = 0. Such equality holds only
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when (¢ — 1)f = 0 for v-almost surely. However, (¢ —1)f > 0 on A,. This contradicts the fact
that v(A;) > 0! This contradiction shows that ¢(y) € [0, 1] for v-almost every y € Y, i.e., ¢ € C.
Therefore, C is sequentially closed in the weak*-topology. Since (), F,v) is a separable measure
space, then L'()) is separable; see Exercise 10, Chapter 1 in |Stein and Shakarchi| (2011)). Therefore,
Theorem 3.16 in [Rudin/ (2005) p. 70 implies that B (with its subspace weak* topology) is compact
and metrizable. This means that the sequential closure of C coincides with its closure; thus showing
that C is closed in the weak™ topology. Since C is a closed subset of the compact set B, it is compact
in the weak® topology. The proof that C, is compact is entirely analogous and we omit it for the
sake of brevity.

Finally, C is convex because if ¢, s € C and ¢ € [0, 1], then for v-almost every y € Y,
(1 =t)p1(y) + twa(y) € [0, 1],
which implies that (1 —t)p; + tes € C. O

B.3 Theoretical Results on ¢z,
B.3.1 Asymptotic analyses of 5,

Lemma 7. Suppose the conditions of Theorem@ hold. Then, we have f(Rr) 5 boas T — .

21— «) [InM a
er = \/ = _———¢r.
T o T 21— ) T

Denote by {xr; }?:1 the sequence generated by Algorithm 1 with step number 7" and step size 1.

Proof. For each T, let

Then, kr = %Zjll k. It follows by Theorem 2 that, for any Q > 0,

o 20 )
PT{|f(/iT)—v|><1+\/(1_a)2NlnM> 6T}<exp(—Q).
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For each € > 0, pick 2 = v/ NT. Then, for all T' > ( ISQM )2, we have
4(1-a)

64

Pr{|f(fr) — 0| > e} <exp (—@) ,

implying f(Fr) 2 0 as T — oo. O

Lemma [7| shows that, Kr is also asymptotically a least favorable distribution. This result is
expected given Theorem s finite-sample numerical convergence result. Next, we show that, with
additional regularity conditions, the Neyman-Pearson test ¢z, based on Kr is asymptotically opti-

mal as T — oo.

Proposition 2. Suppose the conditions of Theorem@ hold. In addition, suppose for all k € R},

we have g(y) — Zf\f:l Emfm(y) # 0 for v-almost all y. Then, the following statements are true:
1. [ rpgdv 5 0 as T — oo;

2. For each convergent subsequence {Fr,} of Ry, we have

limsup/go,m (y) fidv < a,Vj € [M],

t—o00
ast — 00,

3. If k* 1s unique, we have

[ ettty 5 [ v e (),

as T — 0.

Proof. First note, under the stated assumptions in the proposition, the absolute continuity of F}, j =

1,..., M and G with respect to v implies that, g(y) # Zi\le K fm(y) for Fj-almost all y, for each

OA-11



j =1...M, and the same holds for G-almost all y as well. Together with Proposition [I we have

that, for any solution of the dual £*, the test of form p,«, i.e.,

ore(y) = 1, when g(y) > > K2, fm(y),

m=1
M
re(y) = 0, when g(y) < > K}, fn(y)
m=1
is such that
/gpﬁ*fmdu < a,Vm € [M], /gpn*gdu = 0. (52)

Moreover, dominated convergence theorem implies that the size function
a;(+) = /gp(.)fjdy : RY — RY,
is continuous at all k € R}, for each j = 1,..., M, and the power function
() = /go(.)gdz/ :RM — R

is continuous at all k € R}, as well.

PROOF OF PART 1 OF THE THEOREM: As Ry is bounded, Prohorov’s Theorem (e.g., Theorem
2.4(ii) in [Van der Vaart|[2000)) implies that there exists a converging subsequence {Fr,} such that
R, 4 x M ast — 00, where X, is a random vector in Rf . Denote by Px,, the probability measure
for the distribution of X,;. Since f is continuous, continuous mapping theorem implies that, as
t — oo,f(Fr,) KN f(Xa). As we also know f(Ry) = © as T — oo, conclude that f(%r) % o,
implying that f(7r,) % © as t — oo as well. Therefore, f (Xnr) must share the same distribution
as 0. Conclude that f(xy) = v, for Px,,-almost every z),. Since v is the optimal value, this

implies that for Px,,-almost every x,;, we have f(zy) =0 = inf, cpy f(z), i.e., xps solves the dual
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problem. Therefore, due to (52)), we have [ ¢,,,gdv =0 for Px,,-almost every x;. Conclude that
[ ¢xy,9dv = U with probability 1. By continuity of the power function 7(-) = [ ¢ gdv in RY,

conclude further that as t — oo,

_ . d _
w(Rr,) — /goXMgdl/ = 7.

As the preceding convergence claim holds for every convergent subsequence, conclude that 7(%r) 2
7, as T — oo, implying 7(Fr) = .

PROOF OF PART 2 OF THE THEOREM: Analogous to the proof of part 1 of the theorem, consider
a convergent subsequence {Kr,} that converges in distribution to some random vector X, € RY
with a probability measure Py, for its distribution function. Note, by analogous arguments to the

proof of part 1, for Px,,-almost every ), we have

/(pofjdl/ < a,Vj € [M]. (53)

Therefore, [ ¢x,, fidv < a with probability 1 for each j € [M]. The proof is further divided in
three steps.
STEP 1: We show that a;(Fr,) = [ ¢x,, fidv for each j € [M]. Note since a; is bounded and

continuous, Portmanteau’s Lemma implies that

Ea;(Rrn,) — ]E/ngijdV <a

as t = 00. As «;(Rr,) is bounded, o;(Rr,) is also uniformly integrable. Therefore, we have

&j(ETt) A/QOXijdV

as t — oo for each j € [M].
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STEP 2: We show that for any € > 0, we have, as t — oo, P{a;(Rr,) < o+ ¢} — 1. For any ¢ > 0,

it suffices to show that P{«;(Fz,) > a+ €} — 0 as t — oo. To this end, note for any 0 < 6 < e

P{a;(Rr,) > a+ ¢}
—Play(in) > a+ as(in) — [ g, fydv > 6)
+P{aj(ETt) >a+ eaaj(ETt) - /SOXijdV < 5}

SP{O‘j(ETt)_/<PXijdV>5}

—i—P{/goXijdy>oz+e—5}.

Note P{a;(Fr,)— [ ¢x,, [idv > 0} — 0 ast — oo by the conclusion from step 1, and P{ [ ¢x,, fdv >
a+e— 0} =0since e — 0 > 0. Conclude that P{c;(Rp,) > a+¢€} — 0 ast — oo.

STEP 3: As € is arbitrary, conclude that P{o;(RFr,) < a} — 1, ast — oo, implying lim sup,_, ., o (Fr,) <
a as desired.

PROOF OF PART 3 OF THE THEOREM: Since f(Rr) = 7 = f(k*) as T — oo and * is the unique

solution of the dual, we must have "y - k* as well given continuity of f. The conclusion then

follows immediately from continuous mapping theorem. O
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